
Lab #16: Perform Incident Handling
(Utilize NIST 800-61)

Purpose:
● We’ll now perform incident response. We’ve generated plenty of incident alerts after exposing our lab

environment to malicious traffice for 24 hours.
● We’ll be hardening our environment once we start the Containment, Eradication, and Recovery

phase of Incident Response (IR).
● We’ll advise the incidents in accordance with NIST SP 800-61 (Incident Management Lifecycle).

Tasks:
1. Incident Response #1 - Brute Force Success (Windows)

○ Preparation
○ Detection & Analysis
○ Containment, Eradication, and Recovery
○ Document Findings (Including Root Cause)

2. Incident Response #2 - Possible Privilege Escalation
○ Preparation
○ Detection & Analysis
○ Containment, Eradication, and Recovery
○ Document Findings (Including Root Cause)

3. Incident Response #3 - Brute Force Success (Linux)
○ Preparation
○ Detection & Analysis
○ Containment, Eradication, and Recovery
○ Document Findings (Including Root Cause)

4. Incident Response #4 - Possible Malware Outbreak
○ Preparation
○ Detection & Analysis
○ Containment, Eradication, and Recovery
○ Document Findings (Including Root Cause)

Task 1: Incident Response #1 - Brute Force Success (Windows)

Preparation:
Note: We already completed this IR phase. We’ve previously set up logs to be
ingested into our Log Analytics workspace. We also configured alert rules in Sentinel.

Detection & Analysis:
1. Azure portal > Sentinel > Incidents > order the incidents by Severity >



2. Select top incident.

3. Set the Severity, Status, and Owner for the incident.

4. Select View Full Details.
5. Observe the Activity Log (view history of the incident)
6. Observe Entities and Incident Timelines. We see the attacker who was performing brute force attempts.



7. Select Investigate to further investigate the incident.

Note: “We see that this attacker entity was involved in other brute force attempts and successes.”



Note: “We see that the windows-vm was involved in other incidents. We should inspect why
so many alerts were generated (because it’s purposefully over-exposed to the internet).”

8. Determine the legitimacy of the incident (True Positive, False Positive, etc.).
a. Go to Log Analytics workspace > Run this query to analyze the attacker IP:

SecurityEvent | where EventID == 4624 | where IpAddress == "52.15.118.236"

Note: “It initially seemed like an attacker successfully brute-forced via utilizing SMB. But upon
further investigation it was found that the alerts were false positives created by a service account
(see explanation: https://inversecos.com/2020/04/successful-4624-anonymous-logons-to.html).
Though the alert was a false positive, this type of traffic shouldn’t be reaching the VM.”

Containment, Eradication, and Recovery:
1. Per the “Incident Response PlayBook”, we’ll lock down the NSGs:

a. Edit the “DANGER_AllowAnyCustomAnyInbound” inbound rule to only allow one IP (our IP).
b. Delete the rule that allows inbound RDP.

Document Findings (Including Root Cause):
1. Documented the findings of the incident and labeled it as a “False Positive”. Closed the incident.

https://inversecos.com/2020/04/successful-4624-anonymous-logons-to.html
https://docs.google.com/document/d/1EQ5MzN95POLaRIMulYg3PIH3UGHtDNcGdkFvgOXyEXQ/edit#heading=h.85wjqnr3yu96


Task 2: Incident Response #2 - Possible Privilege Escalation

Preparation:
Note: We already completed this IR phase. We’ve previously set up logs to be
ingested into our Log Analytics workspace. We also configured alert rules in Sentinel.

Detection & Analysis:
1. Azure portal > Sentinel > Incidents > order the incidents by Severity >
2. Select the Possible Privilege Escalation alert.

3. Set the Severity, Status, and Owner for the incident.

4. Select View Full Details.
5. We see many alerts triggered for this incident. Let’s start writing our notes.

Note: “Several alerts were triggered by a user (NAME, EMAIL)
who viewed a secret (critical credentials) many times. It seems
like possible suspicious behavior. Need to investigate further…”



6. Select Investigate to inspect it further > select the Entity and view the Related Alerts

7. We see that this entity has triggered a Possible Lateral Movement alert as well.

a. Add more notes to our documentation:
Note: “…It’s an internal user that viewed critical credentials many times,
and they were also involved in other incidents including Excessive
Password Resets and Global Admin Role Assignment…”

8. Determine the legitimacy of the incident by reaching out to the user and their supervisor.
Note: “…After contacting the user’s supervisor directly, and discussing
with the user, it’s confirmed that their actions were legitimate and
non-malicious. Closing out this incident as a False Positive. “

Containment, Eradication, and Recovery:
1. N/A

Document Findings (Including Root Cause):
1. Document the findings of the incident and labeled

it as a “False Positive”. Close the incident.



Task 3: Incident Response #3 - Brute Force Success (Linux)

Preparation:
Note: We already completed this IR phase. We’ve previously set up logs to be
ingested into our Log Analytics workspace. We also configured alert rules in Sentinel.

Detection & Analysis:
1. Azure portal > Sentinel > Incidents > order the incidents by Severity >
2. Select the Linux Brute Force Success alert.

3. Set the Severity, Status, and Owner for the incident.

4. Select View Full Details.
5. We see the entity that triggered this alert (our attack-vm, located in a different country).



6. Select Investigate to see other events that originated from this attacker/entity.

a. Let’s start writing our notes.
Note: “Attacker at [IP Address] was involved
with several other incidents that triggered
alerts. Need to investigate further…”

7. Went to Logs Analytics workspace to investigate the malicious IP further. We confirmed that the IP did
make a successful connection to our linux-vm.

Note: (I’m pretending that this was a malicious IP that connected to our linux-vm)
“The malicous IP (IP Address) did successfully connect to linux-vm. This is a
True Positive. Need to perform containment and remediation steps…”

Containment, Eradication, and Recovery:
1. Per the “Incident Response PlayBook”, we’ll perform these steps:

a. Stopped the affected PC
b. Reset the account’s password
c. Hardened the NSG (we already performed this though)

Note: “…Remediated by resetting account password for
the compromised user, locked down NSGs, and stopped
the affected PC. The impact → the account was local to
the linux machine (non-admin), so essentially low-impact.
The attacker was involved with other incidents but these
will be remediated through hardening of NSGs.”

https://docs.google.com/document/d/1EQ5MzN95POLaRIMulYg3PIH3UGHtDNcGdkFvgOXyEXQ/edit#heading=h.85wjqnr3yu96


Document Findings (Including Root Cause):
1. Document the findings of the incident and labeled it as a “True Positive”. Close the incident.

Task 4: Incident Response #4 - Possible Malware Outbreak

Preparation:
Note: We already completed this IR phase. We’ve previously set up logs to be
ingested into our Log Analytics workspace. We also configured alert rules in Sentinel.

Detection & Analysis:

1. Azure portal > Sentinel > Incidents > order the incidents by Severity >
2. Select the Linux Brute Force Success alert.



3. Set the Severity, Status, and Owner for the incident.

4. Select View Full Details.
5. We see that the entity triggered several alerts (generated by our ‘test’ malware script).

6. Select Investigate to see other events that originated from this attacker/entity.

a. Let’s start writing our notes.
Note: Windows-vm was involved with several activities that raised alerts.

7. Let’s examine the query that generated this alert.



a. Copy the rule’s query > Log Analytics workspace >

Note: “This alert was a False Positive. Here is the query I used:
SecurityAlert | where AlertType == "AntimalwareActionTaken"
| where CompromisedEntity == "windows-vm"
it seems like the user was testing with EICAR files. I corroborated
with the user and the user's supervisor.”

Containment, Eradication, and Recovery:
1. N/A

Document Findings (Including Root Cause):
1. Documented the findings of the incident and labeled it as a “Benign Positive”. Close the incident.



End:

● We’ve performed incident response on our lab environment and hardened our lab environment.
● We’ll soon expose our lab environment again for 24 hours We’ll then compare results of ‘Before’ and

‘After’ securing/hardening our environment.


