
Lab #7: Setup of VM & NSG Logging

Purpose:
● We’ll configure logging for our VMs and NSGs, which will ultimately be sent to our Log Analytics

workspace. We’ll then query our Log Analytics workspace to ensure the logs are being forwarded to it.

Tasks:
1. Create an Azure Storage Account
2. Enable Flow logs for both Network Security Groups
3. Configure Data Collection Rules within Log Analytics Workspace
4. Manually install the Log Analytics agent on “tester” VMs
5. Query Log Analytics for logs from the VMs and NSGs
6. Generate the failed logon attempts (Windows)

Task 1: Create an Azure Storage Account

Note: Azure requires this storage account to be created for our network security groups.

1. Azure account (portal.azure.com) > Storage Accounts > Create.

a. Subscription: (select our Azure subscription)
b. Resource group: (“Tester” resource group)
c. Instance Details > Storage account name: (create a name), Region: (same as “Tester” VMs).
d. Select Review > Target workspace: (select our workspace).
e. Select Review > select Create.

Task 2: Enable Flow logs for both Network Security Groups

http://portal.azure.com


1. Azure account > go to Network Security Groups (NSG)
2. Select the Windows “Tester” NSG > NSG flow logs > Create flow log.

a. Select resource > (select checkboxes for both windows-vm & linux-vm) > confirm.
b. Storage Accounts: (select the newly-created storage account)
c. Retention: 0
d. Select Analytics > Flow Logs Version: Version 2, (select the Enable Traffic Analytics

checkbox) > Interval: every 10min.
e. Select Review + Create > Create.

Task 3: Configure Data Collection Rules w/in Log Analytics Workspace

Note: The data collection rule will help determine which logs will be forwarded to the Log Analytics
workspace (you don’t want to forward everything → $$$).

1. Azure account > power on both “tester” VMs.
2. Go to Log Analytics workspace > select our workspace > Agents > Data Collection Rules.

a. Select Create data collection rule.
b. Rule Name: (create a name)
c. Platform Type: All
d. Select Next (Resources) > Add resources > (expand the “Tester” RG) select both

“tester” VMs > Apply.
e. Select Next (Collect) > Add data source > Linux Syslog >

i. LOG_AUTH should be set to LOG_DEBUG. (All other logs should be set to none)



ii. Select Next > Add data source.
f. Select Add data source (again) >Windows Event Logs >

i. Application: Information; Security: Audit success, audit failure.
ii. Select Next > Add data source.

g. Select Review + Create > Create.
3. Back at Log Analytics workspace > (select our workspace) > Agents > Data Collection Rules >

(select the one data collection rule) > Data Sources.
a. SelectWindows Event Logs > Custom.

i. Add the 2 log commands from this GitHub link:
https://github.com/erichmair/Azure-SOC-Honeynet-Project/blob/main/Special-Windows-E
vent-Data-Collection-Rules/Rules.txt (paste one command > Add. Repeat).

ii. Select Save.

Task 4: Manually install the Log Analytics agent on “tester” VMs

Note: These agents will assist with picking and forwarding the logs to our Log Analytics workspace.

1. Open windows-vm > open Notepad app > (Done. We’ll come back to this VM soon)
2. Azure portal > Log Analytics workspace > select our workspace > Agents.

a. Select Log Analytics agent instructions (for the Windows servers tab) > paste the
Workspace ID and Primary Key into the windows-vm Notepad app.

b. Copy the Download Windows Agent (64 bit) hyperlink into the windows-vm’s Edge browser >
download the agent file:

i. Select Agree/Next for the initial few options > For Agent Setup Options, only select the
Log Analytics checkbox.

ii. Workspace ID: (paste from Notepad)
iii. (Primary)Workspace Key: (paste from Notepad)
iv. Finish the last install steps.

Note: We now see Microsoft Monitoring Agent in the Control Panel.
Logs should now be getting forwarded into our Log Analytics workspace.

c. Close the windows-vm window.
3. Back at Azure portal > Log Analytics workspace > select our workspace > Agents.

https://github.com/erichmair/Azure-SOC-Honeynet-Project/blob/main/Special-Windows-Event-Data-Collection-Rules/Rules.txt
https://github.com/erichmair/Azure-SOC-Honeynet-Project/blob/main/Special-Windows-Event-Data-Collection-Rules/Rules.txt


Note: We’ll now be SSH-ing into the Linux “Tester” VM to perform our agent-install steps.
a. Select Log Analytics agent instructions (for the Linux servers tab).
b. Open our personal terminal/PowerShell application > SSH into the Linux VM (ssh

<username>@<VM public IP>) > the prompt updated to the linux-vm.
c. Paste the Download and onboard agent for Linux command into the

SSH session (“wget…”).
d. Exit the SSH session: exit

Note: We should now be able to start querying logs in our Log Analytics workspace!

Task 5: Query Log Analytics for logs from the VMs and NSGs

1. Azure account > Log Analytics workspace > select our workspace > Logs.
2. In the query box, run these 3 commands [separately] to test each log source:

a. Syslog (linux-vm)

b. SecurityEvent (windows-vm)
c. AzureNetworkAnalytics_CL (Network Security Groups/NSGs)

3. After running each command, we should see results. This has confirmed that logs are successfully
being sent to the workspace.

Task 6: Generate the failed logon attempts (Windows)

Note: After confirming that logs are coming in, generate the failed login attempts (Windows).

1. Azure account > Log Analytics workspace > select our workspace > Logs.
2. In the query box, run these commands [separately] to view failed logon attempts:



a. SecurityEvent | where EventID == 4625

b. We can analyze the attacker IPs using https://iplocation.net (or Google search for “geo locate IP
address”).

End:

● We’ve configured logging for our VMs and NSGs.

https://iplocation.net

